THE IDENTIFICATION OF NOTEWORTHY HOTEL REVIEWS FOR HOTEL MANAGEMENT

San-Yih Hwang, Department of Information Management, National Sun Yat-sen University, Kaohsiung, Taiwan, syhwang@mis.nsysu.edu.tw

Chia-Yu Lai, Department of Information Management, National Sun Yat-sen University, Kaohsiung, Taiwan, chiayu06@gmail.com

Jia-Jhe Jiang, Department of Information Management, National Sun Yat-sen University, Kaohsiung, Taiwan, js1233211234567@gmail.com

Shanlin Chang, Department of Information Management, National Sun Yat-sen University, Kaohsiung, Taiwan, d004020002@student.nsysu.edu.tw

Abstract

The rapid emergence of user-generated content (UGC) inspires knowledge sharing among Internet users. A good example is the well-known travel site TripAdvisor.com, which enables users to share their experiences and express their opinions on attractions, accommodations, restaurants, etc. The UGC about travel provide precious information to the users as well as staff in travel industry. In particular, how to identify reviews that are noteworthy for hotel management is critical to the success of hotels in the competitive travel industry. We have employed two hotel managers to conduct an examination on Taiwan’s hotel reviews in TripAdvisor.com and found that noteworthy reviews can be characterized by their content features, sentiments, and review qualities. Through the experiments using tripadvisor.com data, we find that all three types of features are important in identifying noteworthy hotel reviews. Specifically, content features are shown to have the most impact, followed by sentiments and review qualities. With respect to the various methods for representing content features, LDA method achieves comparable performance to TF-IDF method with higher recall and much fewer features.
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1 INTRODUCTION

With the rapid expansion and proliferation of web 2.0 technologies, the advent of user-generated content (UGC) has marked a shift for individuals to create their own content and share their knowledge online. The new style of content sharing enables Internet users to become self-publishing consumers and share their information with others (Raman 2009, Sigala 2008). Online customer reviews are regarded as electronic word of mouth (eWOM) and have been found to have a significant impact on product sales and consumer purchase decision (Duan et al. 2008). Furthermore, several studies have shown that online users' reviews are particularly important for experience goods, as their qualities are usually hard to determine before consumption (Klein 1998, Zhu & Zhang 2006). Most services and products offered by hotels and travel industry are experience goods. In this context, previous studies had shown the empirical evidence that online reviews play a key role in hotel selection and trip planning (Sparks et al. 2013, Ye et al. 2009).

Online customer reviews on a hotel, especially those with critical comments, may significantly impact its reputation, and subsequently sales. From a business perspective, obtaining a better understanding of how online reviews influence consumer purchasing decision is critical (Ye et al. 2009). Within the context of the hotel industry, many hotel staff now take an active role online by posting their responses to hotel reviews. However, according to a recent survey (Sparks et al. 2013), only 7% of hotels are replying to reviews even though 71% of customers think that a management response has significant influence. Moreover, negative reviews may easily damage the image of the hotels to people, and hotel staffs need to respond to these reviews so as to offset the negative emotions of these tourists in the hope to restore the hotel's reputation. Therefore, how to quickly identify reviews that may potentially influence the hotel’s business performance is important to hotel staff.

However, customer reviews have influence not just on the hotel sales. Customer reviews, if properly utilized, may prove beneficial for the operations of a business in an ever-changing competitive environment. In this paper, we intend to propose a method to automatically identify customer reviews that are noteworthy to hotel managers. To do so, we conducted a preliminary study that involves an interview with several hotel managers, and they reported that noteworthy reviews are always subject to subsequent actions. For example, reviews with negative comments need to be addressed because their spread may harm the reputations of the hotel. However, not every negative review deserves special attention. Negative reviews with reasonable writing are particularly harmful. Some positive reviews may also be noteworthy, especially when they pinpoint some unexpected services that surprise yet please the customers. Such reviews may be used to inspire the employees and motivate them to propose innovative services. Finally, some reviews may provide useful suggestions to the hotel, which may help shape future business strategies of the hotel.

Our study aims to identify the features that are relevant to the noteworthiness of hotel reviews with respect to the hotel management. There have been quite some works proposed for recommending hotels or hotel reviews in the literature (Ghose et al. 2012, Levi et al. 2012, O'Mahony & Smyth 2009). However, their targets of recommendation are mostly customers, not hotel staff. A hotel review that is helpful to prospective customers may or may not concern the hotel staff. For example, a hotel review that describes how much a customer enjoyed or hated the beach that is close to the hotel could be useful for someone who seeks to relax in a hotel near beach but may not be so much concern for the hotel staff because hotel location cannot be easily changed. Ghose and Ipeirotis (2011) explore the factors that affect the sales of various types of products using data from Amazon.com and conclude that features in subjectivity, readability, and informativeness have different degree of impact on different types of products. However, product sales is not the only concern for the hotel staff, and how to identify reviews that contribute or hinder product sales is not explored in their work.
The preliminary study leads us to conjecture that three types of aspects, namely content, sentiment and
review quality may affect the noteworthiness of reviews from the perspective of hotel staff. This paper
proposes several methods to represent the three types of aspects and identify those that can accurately
identify noteworthy hotel reviews for hotel staff. Through the experiments using tripadvisor.com data, we
find that all three types of features are important in identifying noteworthy hotel reviews. Specifically,
content features are shown to have the most impact, followed by sentiments and review qualities. With
respect to the various methods for representing content features, LDA method achieves comparable
performance to TF-IDF method with higher recall and much fewer features.

The remainder of this paper is organized as follows. In the next section, we review techniques about
content feature identification, sentiment analysis, review quality determination, and hotel and review
recommendation. In the third section, we describe our approach to identifying noteworthy hotel reviews.
In the fourth section, we examine the empirical data to evaluate our approach. Finally, we conclude with
the result of our work and give directions for future research.

2 RELATED WORK

In this section, we firstly review the techniques for the identification of content features from a massive
set of documents. Then we present the methods about how to determine the sentiment of a review and the
quality of documents. Finally, we describe relevant works in recommending hotels and hotel reviews.

2.1 Content Feature Identification

TF-IDF, term frequency–inverse document frequency, is a typical approach to representing textual
features of documents (Chowdhury 2010). The idea is that if a word or a phrase appears in a document
with high frequency (term frequency) yet rarely appears in other documents (inverse document frequency),
this word or phrase is a good indicator for identifying this document. Let N be the total number of
documents and \( n_{i,j} \) be the number of times a keyword \( k_i \) appears in a document \( d_j \). \( TF_{i,j} \) measures the
term frequency of keyword \( k_i \) in document \( d_j \), as shown below.

\[
TF_{i,j} = \frac{n_{i,j}}{\sum_{k_l \text{ is a keyword in } d_j} n_{i,j}}
\]

If a keyword appears in many documents, its importance will decline. \( IDF_i = \log \frac{N}{N_i} \) is used to measure the
inverse document frequency, where \( N_i \) is the number of documents in which keyword \( k_i \) appears. The TF-IDF weight for keyword \( k_i \) in document \( d_j \), \( w_{i,j} \) is then defined as:

\[
w_{i,j} = TF_{i,j} \times IDF_i
\]

In addition to its basic form shown above, there are several variations about TF-IDF (Chowdhury 2010).
As can be imagined, a large number of TF-IDF features (usually thousands) will be needed for
representing a massive set of documents. Another approach for concisely representing documents is to use
a small number of latent content features, or called topics. Several topic models have recently been
proposed to identify a small number of topics inherent in a set of documents. Each document can be
subsequently represented as a topic vector. Latent Dirichlet Allocation (LDA) is the most commonly used
approach for deriving the topic model (Blei et al. 2003). LDA techniques, such as Gibbs sampling
(Griffiths 2002, Griffiths & Steyvers 2004), take as input a collection of documents, each represented as a bag of words, and produces two kinds of probability distributions: topic probability distributions, one for each document, and word probability distributions, one for each topic. Two parameters, namely $\alpha$ and $\beta$, can be set to adjust the concentration parameters of the Dirichlet prior distributions for topic probabilities and word probabilities respectively.

While TF-IDF and LDA model are both powerful techniques in representing documents by their linguistic forms, semantic information is not considered and problems such as synonyms and homonyms may arise. WordNet is a large lexical database of English that describes the mappings between words and senses (i.e., meanings) and the relationships among senses (e.g., is-a relationships, similar senses, etc). Since a word with multiple meanings can be confusing, a method is needed to identify the particular sense for each word appeared in a sentence. This problem is called the word-sense disambiguation (WSD), and there have been many methods proposed for WSD problem (Navigli 2009).

### 2.2 Sentiment Analysis

Sentiment analysis, also called polarity recognition or opinion mining, aims to determine the sentiment of a document, a sentence, or an entity, being positive, negative, or neutral. According to Pang and Lee (2008), there are generally two approaches for detecting sentiments: supervised approach and unsupervised approach. The supervised approach for determining the sentiment of a review starts by representing a review as a feature vector, e.g., TF-IDF, and builds a classifier using a training data set. There have been many methods that are devoted to the identification of text features relevant to sentiment (Pang & Lee 2008). Several methods have been proposed in the literature for determining the polarity of a review using unsupervised approach (Dave et al. 2003, Taboada et al. 2011, Turney 2002). These methods generally prepare a domain-specific sentiment lexicon and identify a number of linguistic constructs commonly used to express sentiments on certain aspects of products. The sentiment of a sentence is determined by looking at its linguistic constructs and the appeared sentiment word(s). Polarity of a review is an aggregation of the sentiments of its constituent sentences. In Carrillo-de-Albornoz et al. (2010), the authors describe a hybrid approach, in which sentences are first converted into senses based on WordNet using Lesk algorithm (Lesk 1986). By referring to WordNet Affect, which includes senses pertaining to 16 emotions: joy, love, liking, calmness, positive-expectation, hope, fear, sadness, dislike, shame, compassion, despair, anxiety, surprise, ambiguous-agitation and ambiguous-expectation, the emotions pertaining in each review is represented as a 16-tuple, where each element represents the weight of the corresponding emotion (Baccianella et al. 2010). Movie reviews in the corpus are tagged positive or negative polarity, and some machine learning algorithm can be used to train a classifier. The classifier can then be used to classify the polarity (positive or negative) for each incoming review based on its 16 emotional attribute values.

### 2.3 Quality of Product Review

In Liu et al. (2007), the quality of product reviews is determined by several features, namely sentence level informativeness, word level informativeness, and product feature level informativeness. Sentence level informativeness refers to the number of sentences, the average length of the sentences and the number of the sentence with desired product feature. Word level informativeness refers to the number of words, the number of product names, and the number of brand names. Note that the number of product names and brand names are needed for product reviews but may not be applicable for hotel reviews. In addition, the reputation of the reviewer who wrote a given review is considered as a good indicator about the review quality (Ghose & Ipeirotis 2011, Ghose et al. 2012). Example features for reputation of a reviewer include the number and the average helpfulness score of the reviews s/he has written. Some studies in the past verified quality of reviews by classifying review features based on the readability of the
text, the reputation of the reviewer, the star rating of the review, and various content features based on the review terms (Liu et al. 2007, O'Mahony & Smyth 2009).

2.4 Hotel Recommendation

In commercial applications, hotel recommendations are typically based on hotel ratings given by users. In Adomavicius and Kwon (2007), a regression model is adopted to aggregate ratings on various aspects into a single rating, where aspect ratings for unseen items are predicted using collaborative filtering. Similar approach is adopted by Fuchs and Zanker (2012) for recommending hotels using TripAdvisor data, and they further explore the impact of regression models on different customer segments and exploit penalty-reward-performance model. Jannach et al. (2012) extends the model proposed in Adomavicius and Kwon (2007) by incorporating item-based collaborative filtering, more regression models, and aspects selection. This line of research does not make use of the textual data of hotel reviews.

Ghose et al. (2012) define a measure called utility gain for the economic impact of a hotel by considering consumer heterogeneity, hotel characteristics, as well as UGC pertaining to the hotels. It shows that UGC variables, such as text features, subjectivity, and readability, significantly affect the model’s predictive power for utility gain. Levi et al. (2012) propose a context-based method for personalized recommendation of hotels based on hotels’ reviews and the reviewers’ contextual information. Three types of context are identified, namely travel intent, nationality, and preference. Then for each context group, nouns that frequently appeared in the relevant reviews are collected and form a lexicon. A user who seeks hotel recommendation is asked to provide her intent, nationality, and intent, and lexicons of the corresponding context groups are regarded as the traits of the user. Hotels whose reviews contain high positive sentiment on these traits will be recommended. They use data collected from Tripadvisor.com and Venere.com and conduct user study, and the results show 20% higher satisfaction rate than the ratings-based recommendation.

2.5 Hotel Review Recommendation

As shown in previous study, reviews of a hotel play an important role in deciding whether or not to recommend this hotel. However, some reviews are deemed better than the other and more helpful when it comes to decision making. In the past few years, we have seen quite a few works that intend to predict the helpfulness of an incoming review. Product review recommendation was first proposed in the work of (O’Mahony & Smyth 2009, O’Mahony & Smyth 2010). They adopt a supervised learning approach by considering four types of features, namely reputation, content, social, and sentiment. However, for each type of features, relatively simple methods are used for defining sub-features. For example, they use user-supplied rating for determining sentiment, and only linguistic sub-features, such as number of terms and the ratio of upper and lower characters, are used to content feature. Experiments using hotel reviews from TripAdvisor shows reasonable recommendation result. This work is further enhanced by incorporating feature selection and exercising various classification schemes (O’Mahony & Smyth 2010). In Dong et al. (2013), a supervised learning method for identifying helpful reviews is proposed by taking basic features such as age, rating, readability, as well as product features and sentiment features. It is shown based on reviews for various product categories from Amazon.com that both the product features and sentiments expressed in the review are important factors for identifying helpful reviews. In Ghose and Ipeirotis (2011), the authors propose a regression model to predict the helpfulness of a given review by considering readability, subjectivity, and reviewer’s reputations. Experiments using Amazon.com’s data show that the impact of the three types of features on predicting the usefulness of a review or a product’s sale vary across different product types.
Considering the fact that the helpfulness of a review may differ across users, Musat et al. (2013) propose to derive the interest topic profile of a user based on the reviews she wrote. The interest topic profile is subsequently used to filter out less relevant reviews and generate personalized ratings for hotels. Moghaddam et al. (2011) propose a matrix factorization approach for personalized recommendation of product reviews based on review rating data. They have shown from experiments using Epinion.com data that their proposed methods perform better than other non-personalized, textual/social features-based methods. However, all the above mentioned works that intend to recommend either hotels or hotel reviews target at consumers, rather than hotel staff as focused in our work.

3 THE APPROACH

To recommend noteworthy reviews, we extract content features from reviews, measure the sentiment pertaining to each sentence and consider review quality. We then go on to establish a classification model for recommendation, where each review is characterized by three descriptive vectors and a class labeled as “noteworthy” or “no noteworthy”. These tasks are processed in sequence and are described in the following subsections

3.1 Content Features

In this work, we consider three methods for representing content features of a review. The baseline method is TF-IDF, denoted T0, which represents each review as a vector of words. We choose approximately 4000 words with the highest TF-IDF values as the content features as it yielded the best performance in our preliminary experiments. The second method is a topic model-based method, denoted T1. It first regards each review as a bag of words by excluding stop words and then applies LDA to generate a topic model. The set of topics are then treated as the content features, and each review is represented as a vector of topics. The third method, denoted T2, uses semantic-based LDA, which utilizes semantic information in the text for determining topics. Specifically, we use Stanford Parser (Klein & Manning 2003) to process each sentence of a review and identify the part-of-speech (POS) of each word. We then extract all the nouns, verbs, adjectives, and adverbs and exclude stop words. The senses of the extracted words in WordNet are determined using the graph based WSD, UKB (Agirre & Soroa 2009). Note that these senses can be further extended by including their hypernyms, hyponyms, or similar senses (line 9 in Figure 1). Finally, each review is represented as a bag of senses, and Latent Dirichlet Allocation (LDA) is used for inferring the topic model. The topic model construction algorithm is shown in Figure 1:

```
Algorithms : Semantic Topic Model Construction
Input : A set of reviews S
Output: A Topic Inference Mode I
1. S=Ø
2. For each review r do
3. \( C(r) = \emptyset \)
4. For each sentence \( s \) in \( r \) do
5. Use Natural Language Parser(NLP) to identify all nouns, verbs, adjectives, and adverbs in \( s \) that are not stopwords.
6. Use some Word Sense Disambiguation(WSD) technique to find all senses of these terms.
7. Add these senses to \( C(r) \)
8. \( S=S \cup \{C(r)\} \)
9. Extend S
10. Apply LDA on \( S \) to find the topic inference model I.
```

Figure 1. Algorithm for semantics-based topic model construction
For a newly arrived review, we can apply the constructed topic model to infer its topic vector, and the algorithm is shown in Figure 2.

### Algorithm: Topic Vector Extraction

**Input:** A review \( r \) and a topic inference model \( I \)

**Output:** A topic vector

1. \( C(r) = \emptyset \)
2. For each sentence \( s \) in \( r \) do
3. Use Natural Language Parser (NLP) to identify all nouns, verbs, adjectives, and adverbs in \( s \) that are not stopwords
4. Use Word Sense Disambiguation (WSD) techniques to find all senses of these terms
5. Add these senses to \( C(r) \)
6. Extend \( C(r) \)
7. Apply \( I \) to \( C(r) \) and return \( r \)'s topic vector

### Figure 2. Algorithm for semantics-based topic vector determination

### 3.2 Sentiment Features

Before determining the sentiment of a given review, we need to first identify the sentiments for its sentences. Due to the lack of sentiment training data set, we adopt the unsupervised approach for determining review sentiment. The sentiment lexicon we use in this work is SentiWordNet 3.0 (Baccianella et al. 2010), an extension of WordNet by incorporating emotion values to senses. In SentiWordNet, there are three types of emotions, namely positivity, objectivity, and negativity, and each sense has an emotional value for each type of emotion in the range of \([0, 1]\). Sentiment terms accompanied by negation words have to be carefully addressed because their sentiments may become opposite (e.g., “not bad” has an opposite sentiment to “bad”). We use Stanford Parser to find the phrase structure tree for each sentence to delimiting the scope of negation, if any (Carrillo-de-Albornoz et al. 2012). We interchange positivity with negativity for each sense in the scope of negation, and their values are multiplied by 0.9 by following the work proposed in (Carrillo-de-Albornoz et al. 2010). For example, “not good” is usually considered less negative than “bad”. Finally, we sum the emotional values of every sense in the sentences of a review to determine the overall sentiment score. Note that in our work, the sentiment score of a review is a pair of emotional values for positivity and negativity. The entire algorithm for determining sentiment of a review is shown in Figure 3.

### Algorithm: Sentiment Score Detection

**Input:** a review \( r \)

**Output:** sentiment score (positivity, negativity)

1. \( P(r) = 0 \), \( N(r) = 0 \)
2. For each sentence \( s \) in \( r \) do
3. Use Natural Language Parser (NLP) to identify all nouns, verbs, adjectives and adverbs in \( s \)
4. Use word sense Disambiguation (WSD) technique to find the set \( C \) of all senses of these terms
5. Find the positive sentiment score \( P(c) \) and negative sentiment score \( N(c) \) for each \( c \in C \) using SentiWordNet3.0 database
6. Use Stanford Parser to find phrase structure tree in \( s \)
7. For each negation cue in \( s \) do
8. Identify the scope \( p \) of negation according to phrase structure tree
   For each \( c \in C \) in \( p \) do
9. \( \text{tmp} = P(c) \)
10. \( P(c) = 0.9 \times N(c) \)
11. \( N(c) = \text{tmp} \times 0.9 \)
12. \( P(s) = \sum_{c \in C} P(c) \)
13. \( N(s) = \sum_{c \in C} N(c) \)
14. \( P(r) = P(r) + P(s); N(r) = N(r) + N(s) \)
15. \( P(r) = \frac{P(r)}{P(r) + N(r)}; N(r) = \frac{N(r)}{P(r) + N(r)} \)
16. Return \( (P(r), N(r)) \)

### Figure 3. Algorithm for sentiment score detection
3.3 Quality Features

In this section, we describe our features about the quality of the reviews. The quality features in previous studies can be divided into three categories: sentence level, word level, and user reputation (Cheung et al. 2009, Liu et al. 2007, O'Mahony & Smyth 2009). In this work, we carefully consider each category and identify features that are suitable in our context (i.e., hotel reviews). The following lists the quality features used in this work:

- NumSent: the number of the sentences
- LenSent: the average length of sentences
- NumEmoSent: the number of sentences with non-zero sentiment scores
- NumWord: the total number of words
- NumReview: the number of authoring reviews that is the number of reviews authored by the reviewer.
- MeanHelpReview: mean review helpfulness, which is the mean review helpfulness over all reviews authored by the reviewer.
- STDHelpReview: review helpfulness deviation, which is the standard deviation of review helpfulness over all reviews authored by the reviewer.

3.4 Classification model Construction

As a result, each review can be represented by a vector of words/topics, a sentiment score, and a vector of review qualities. Each review in the training data set is labeled as noteworthy or not-noteworthy. Figure 4 shows the structure of the training data. A classification method can be adopted for training a binary classifier using the training data. Various classification methods will be executed and compared.

4 EMPIRICAL EVALUATION

In this section, we will first describe the data used in our experiments. We then explain the experimental design and the performance metrics. Finally we discuss the experimental results.

4.1 Data collection

We collected data from Tripadvisor.com (http://www.tripadvisor.com/), which is a travel site that provides objective and impartial evaluation of hotels, restaurant recommendations, B&B Reviews, membership information, and travel guides. TripAdvisor, established in 2000, is a pioneer that hosts UGC in tourism. In our work, we focus on hotels and B&Bs reviews. As TripAdvisor is an internationally renowned travel site, many foreign tourists use it to express their opinions and gain feedback. Thus, this study focuses on
foreign tourists, and English reviews for the top ten hotels, up to May, 2013, in each of the following cities in Taiwan: Taipei, Kaohsiung, Taichung, New Taipei City, Hualien, Nantou, and Ilan, are collected. As a result, we collected 3124 hotel reviews that comprise 28,088 sentences. These 3124 reviews were contributed by 2623 authors. These authors also wrote totally 54,746 posts. Each review contains the hotel name, review author, review title, overall rating, review date, review URL, accommodation types (e.g., travel accommodations with family or business accommodation), value rating, location rating, sleep rating, comfort rating, cleaning rating, service rating, review respondents, replying date and replying content, in addition to review content.

4.2 Training data set

To construct a review noteworthiness prediction model, we need a training data set. To prepare the training data set, we first retrieved some 500 reviews that are diversified in their emotional polarities. Specifically, we chose 179 reviews for each of the following classes: highest positivity, lowest positivity, highest negativity, and lowest negativity, as determined by our sentiment detection method described in Section 3.2. After excluding duplicate reviews, we finally obtained 501 hotel reviews. We gave these reviews to two experts, who are senior managers of renowned hotels in Taiwan. The two experts have been in travel industry for more than six years. Their manual classification is to determine the reviews to be noteworthy or not. Finally, we chose 386 reviews which have the same label classified by the two experts.

4.3 Parameter Settings

In LDA, documents are generated by first picking a Dirichlet probability distribution Dir(α) for generating topics, and then, for each topic, a Dirichlet probability distribution Dir(β) is chosen for generating words. Here α (β) is a hyperparameter specifying the skewness on the topic (word) distribution (Griffiths & Steyvers 2004, Hofmann 2001). Smaller α (β) indicates a bias towards sparsity and results in picking topic (word) distributions favouring just a few topics (words) per document (topic). Thus, based on previous research (Griffiths & Steyvers 2004, Steyvers & Griffiths 2007), we set the parameters of LDA as follows: α= 1 and β=0.1. α= 1 yields a uniform distribution over a small number of topics. For β=0.1, it is intended that each topic is associated with only a relatively small number of terms out of 4000 terms (Blei et al. 2010). In addition, we compute the perplexity at different number of topics (Blei et al. 2003), and it was found that with topic number being 25, we are able to achieve the lowest (and best) perplexity.

We exercised several classification techniques, and SVM exhibited the best results. In the following, we present our performance results running using SVM. With respect to the parameter settings of SVM, we keep the default value and use Platt's Sequential Minimal Optimization (SMO) algorithm for training a support vector classifier. We perform 10-fold cross-validation and use average precision and recall on noteworthy reviews as the performance measures. F-measure also serves as a combinational measure. Precision, recall and F-measure are defined as follows, where TP, FP, and FN denote true positive, false positive and false negative respectively:

\[
\text{Precision} = \frac{TP}{TP+FP}, \quad \text{Recall} = \frac{TP}{TP+FN}
\]

\[
\text{F-measure} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]
4.4 Preliminary Experiment

Figure 5 shows the F-measure for T1+S+Q under different number of topics, where T1, S and Q denote the incorporations of topic features, sentiment features and quality features respectively. The result is consistent with our previous experiment using perplexity as the measure in that 25 topics indeed yield the best performance. In our subsequent experiments, we fix the number of topics at 25.

![Performance of T1+S+Q](image)

(Figure 5. F-measure of T1+S+Q under different numbers of topics)

### 4.5 Performance Result

In Section 3.1, we have described three methods for representing content features, namely T0, T1, and T2. T2 is a semantic-based LDA method, where the identified senses may be extended by hypernyms, hyponyms, or similar senses. To evaluate the effect of the sense extension, we name the methods with and without the sense extension as T2 and T2’ respectively.

Our next experiment compares the performance of different methods for specifying content features, namely T0, T1, T2, and T2’, and the result is shown in Figure 6. It can be seen that T0 and T1 have higher precision and F-measure values. In contrast, the semantic-based methods (T2 and T2’) have high recall values but lower precision values. We observed that the semantics-based methods tend to mistakenly predict not-noteworthy reviews as “noteworthy.” After looking closely at the high frequency words for topics in T1, we find that quite a few proper names do not show up in WordNet, a general-purpose ontology. For example “Kaohsiung” (place name) or “Hi-Lai” (hotel name) do not appear in WordNet. We thus attribute the poor precision values of the semantic-based methods to the lack to tourism-specific concepts in the general ontology such as WordNet. In addition, T2’ is slightly better than T2, which shows

![Performance of Different Content Features](image)

(Figure 6. Performance of different methods for representing content features)
that sense extension improves the performance of the semantic-based method, though the extent of improvement is small. Comparing T0 and T1, T1 has higher recall yet lower precision, and their F-measure values are comparable. For the identification of noteworthy reviews, however, recall is deemed more important than precision as missing a noteworthy review could cause drastic damage to the hotel. Besides, T1 utilizes only 25 content features, in comparison with 4000 TF-IDF features used in T0. Thus, we conclude that T1 is a promising method for representing content features of hotel reviews.

Figure 7. Performance of different combinations of T1, S, and Q

5 CONCLUSIONS

Figure 7 displays different combinations of T1, the sentiment features (denoted S), and the quality features (denoted Q). As can be seen, the full combination, namely T1+S+Q achieves the best performance. Comparing T1, S, and Q, we find that the content feature (T1) is most important and achieves the performance comparable to the combination of sentiment features and quality features (S+Q). S and Q are both important because by excluding either one, the performance deteriorates to some degree.

In this paper, we have proposed an effective approach to identifying hotel reviews that are noteworthy for hotel staff. Our approach makes use of three types of features, namely content features, sentiment features, and quality features to discover the noteworthy reviews, and develop several methods for deriving these features. Through the experiments using tripadvisor.com data, we found that all the three types of features are important in predicting noteworthy hotel reviews. Specifically, content features have been shown to have most impact, followed by sentiment and quality. For deriving content features, we have proposed three methods. It has been shown that the LDA method achieves comparable performance to TF-IDF method with higher recall and much fewer features. The semantic-based LDA method achieves comparable recall as the (word-based) LDA method yet has lower precision. We attribute the lower precision of the semantic-based method to the general-purpose ontology, namely WordNet, used by our method, which excludes quite a few proper names in tourism domain. In the future, we plan to exercise the semantic-based method by incorporating more domain-specific ontology.
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